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1 Introduction

Continuous selection theorems play an important role in nonlinear analysis and

applied mathematics. Since the first well-known result on continuous selections

of [20], many international efforts have been made to develop sufficient conditions

for the existence of continuous selections (and their applications) in increasingly

general settings: paracompact spaces [4], C-spaces [13], G-convex spaces [21, 26],
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L-convex spaces [6], C∞-spaces [26] and FC-spaces [9].

Collectively fixed points along with collective coincidence points are natural

extensions of fixed points, which have been applied in the existence study for

almost all areas of mathematics. First result in this direction appeared in [24].

So far, this topic has been much developed under different assumptions and un-

derlying spaces: convex subsets of topological vector spaces [1], L-convex spaces

[6], G-convex spaces [7, 26] and FC-spaces [10]. In most of the mentioned papers,

continuous selection theorems are the tool for the proofs and various applications

are also discussed.

Another kind of existence theorems, which has also been attracted an increas-

ing attention is KKM-type theorems. These theorems have been extended and

improved in connection with generalizations of relaxed convex structures. In [12]

a pure topological version of the classical KKM theorem was proposed replacing

convex hulls by contract subsets. The above encountered G-convex space (intro-

duced in [22]) and FC-space (proposed in [8]), among others, are continuations

of this idea and also used to develop KKM-type theorems and related existence

theorems. Very recently, in [11, 14-18] a GFC-space structure was proposed to

include most of the above mentioned generalized convex settings and to investi-

gate KKM-type theorems along with many related existence theorems like those

on fixed points, coincidence points, saddle points, maximal elements, intersection

points and alternative and minimax theorems. Furthermore, in [2, 23] weakly

KKM theorems were established in G-convex spaces and FC-spaces.

However, we have not observed considerations which directly relate theorems

on continuous selections or collectively fixed points to KKM-type theorems and

KKM properties in general. Motivated by the above papers and this observation,

the aim of this paper is to extend and improve some theorems of the mentioned

three groups, namely theorems on continuous selections, collectively fixed and

collective coincidence points, weakly KKM mappings and minimax inequalities,

all in a GFC-space setting and in a close relation that each result is proved by

its preceding results. Comparisons between our theorems and many previously

existing ones are also provided.

The layout of the paper is as follows. In the rest of this section we recall

the needed definitions. Section 2 is devoted to continuous selections and local

continuous selections in underlying GFC-spaces. In Section 3 we establish the-

orems on collectively fixed points and collective coincidence points by using the
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continuous selection assertions of the preceding section. In the final Section 4

a weakly T -KKM theorem is demonstrated in GFC-spaces and applied to get

minimax inequalities of Ky Fan’s type.

We use only standard notations. If X is a topological space and C,D ⊆ X,

intC, intDC, and Cc stand for the interior, interior in D and complement of C,

respectively. N and R denote the set of the natural numbers and that of the real

numbers, respectively. 〈A〉 stands for the set of all nonempty finite subsets of a

set A. For n ∈ N, ∆n stands for the n-simplex with the vertices being the unit

vectors e0, ..., en of a basis of Rn+1. Recall that a multivalued map F : X → Y

between two topological spaces is called upper semicontinuous (shortly u.s.c.) at

x ∈ X if for any open subset U ⊆ Y containing F (x), there is a neighborhood V

of x such that F (x′) ⊆ U for all x′ ∈ V . A function f : X → R ∪ {−∞,+∞} is

said to be u.s.c. at x ∈ X if

limsupx′→xf(x′) ≤ f(x).

Definition 1.1 (classical) Let X and Z be topological spaces, G : Z → 2X be a

multifunction.

(i) A (single-valued) continuous map g : Z → X is called a continuous selec-

tion of G if g(z) ∈ G(z) for all z ∈ Z.

(ii) If, for each z ∈ Z there are a neighborhood V of z and a (single-valued)

continuous map g : V → X such that g(z) ∈ G(z) for all z ∈ V , then G is said

to be locally continuously selectionable.

Definition 1.2 ([14]) (i) Let X be a topological space, A be a nonempty set and

Φ be a family of continuous mappings ϕ : ∆n → X,n ∈ N. Then a triple (X,A,Φ)

is said to be a generalized finitely continuous topological space (GFC-space in

short) if for each finite subset N = {a0, a1, ..., an} of A, there is ϕN : ∆n → X of

the family Φ. (Later we also use (X,A, {ϕN}) to denote (X,A,Φ).)

(ii) Let S : A −→ 2X be a multivalued mapping. A subset D of A is called

an S-subset of A if, for each N = {a0, a1, ..., an} ⊆ A and each {ai0 , ai1 , ..., aik} ⊆
N ∩ D, one has ϕN(∆k) ⊆ S(D), where ∆k is the face of ∆n corresponding to

{ai0 , ai1 , ..., aik}, i.e. the simplex with vertices ei0 , ..., eik . (Roughly speaking, if

D is an S-subset of A then (S(D), D,Φ) is a GFC-space.)

Definition 1.3 Let (X,A,Φ) be a GFC-space and Y be a nonempty set. Let

T : X → 2Y , F : A→ 2Y be two set-valued mappings. F is called a weakly KKM
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mapping (KKM mapping, respectively) with respect to T , shortly, weakly T -

KKM mapping (T -KKM mapping, respectively), if for each N = {a0, ..., an} ⊆ A,

each {ai0 , ..., aik} ⊆ N and x ∈ ϕN(∆k), T (x) ∩
⋃k

j=0 F (aij) 6= ∅ (T (ϕN(∆k)) ⊆⋃k
j=0 F (aij), respectively).

2 Continuous selection theorems

Theorem 2.1 Let Z be a normal (topological) space, (X,A, {ϕN}) a GFC-space

and G : Z → 2X . Assume that there is F : Z → 2A such that the following

conditions hold

(i) for each z ∈ Z, each N = {a0, ..., an} ⊆ A and each {ai0 , ..., aik} ⊆
N ∩F (z) one has ϕN(∆k) ⊆ G(z), where ∆k is the simplex formed by ei0 , ..., eik ;

(ii) Z =
⋃m

i=0 intF−1(āi) for some {ā0, ..., ām} ⊆ A.

Then G has a continuous selection g of the form g = ϕ◦ψ for some continuous

maps ϕ : ∆m → X and ψ : Z → ∆m.

Proof By (ii) and the normality of Z, there exists a continuous partition of unity

{ψi}m
i=0 of Z associated with the finite open cover {intF−1(āi)}m

i=0. Then, for each

z ∈ Z, i ∈ J(z) := {j ∈ {0, ...,m} : ψj(z) 6= 0} only if z ∈ intF−1(āi) ⊆ F (z), i.e.

āi ∈ F (z). Hence {āi : i ∈ J(z)} ⊆ {ā0, ..., ām} ∩ F (z). On the other hand, due

to the GFC-space structure, there is ϕM : ∆M → X associated with {ā0, ..., ām}.
Now we define ψ : Z → ∆m and g : Z → X as follows:

ψ(z) =
m∑

i=0

ψi(z)ei,

g(z) = (ϕM ◦ ψ)(z).

Then ψ and g are obviously continuous. Furthermore, for all z ∈ Z,

m∑
i=0

ψi(z)ei =
∑

j∈J(z)

ψj(z)ej ∈ ∆J(z).

Hence, for all z ∈ Z,

g(z) = (ϕM ◦ ψ)(z) ∈ ϕM(∆J(z)) ⊆ G(z),

where the last inclusion is true by (i). Finally, putting ϕ = ϕM we arrive at the

conclusion.

2
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Remark 1 Theorem 2.1 contains Theorem 2.1 of [10] as a special case for the

FC-space setting and hence several earlier results like Proposition 1 of [5] and

Theorem 2.2 of [25] for other space settings, etc. We will see in Example 2.1

below that the GFC-space setting of Theorem 2.1 not only generalizes the men-

tioned settings but also has real advantages. Furthermore, Theorem 2.1 improves

Theorem 2.1 of [10] since Z is not necessary compact. This is also illustrated by

Example 2.1.

Example 2.1 Let Z = (0, 4), X = [0,+∞) and G : Z → 2X be defined by

G(z) =


0 if z ∈ (0, 1],

[0, 1] if z ∈ (1, 2],

[1, 2] if z ∈ (2, 3),

[0, 2] if z ∈ [3, 4).

Applying Theorem 2.1 for finding a continuous selection of G we choose A = N
and, for N = {a0, ..., an} ∈ 〈A〉, ϕN : ∆n → X defined by ϕN(e) =

∑n
i=0 λiai,

where e =
∑n

i=0 λiei ∈ ∆n. Then, (X,A, {ϕN}) is a GFC-space. Next, we take

F : Z → 2A defined as follows

F (z) =


0 if z ∈ (0, 1),

{0, 1} if z ∈ [1, 2),

{1, 2} if z ∈ [2, 3),

2 if z ∈ [3, 4).

Then, assumption (i) of Theorem 2.1 is easily checked to be fulfilled. For (ii) we

see that, for āi = i, i = 0, 1, 2,

Z = (0, 2) ∪ (1, 3) ∪ (2, 4) =
2⋃

i=0

intF−1(āi).

By this theorem G has a continuous selection g. But Theorem 2.1 of [10] cannot

be employed as Z is not compact. Now we compute g by finding ψ : Z → ∆2

as ϕM corresponding to āi = i, i = 0, 1, 2 is already known. We can verify

that a continuous partition of unity associated with the above cover of Z is

{ψi}2
i=0 : Z → [0, 1] defined as follows:

ψ0(z) =


1 if z ∈ (0, 1],

2− z if z ∈ (1, 2),

0 if elsewhere.
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ψ1(z) =


z − 1 if z ∈ (1, 2],

3− z if z ∈ (2, 3),

0 if elsewhere.

ψ2(z) =


z − 2 if z ∈ (2, 3],

1 if z ∈ (3, 4),

0 if elsewhere.

According to the proof of Theorem 2.1, for z ∈ Z,

ψ(z) =
2∑

i=0

ψi(z)ei = (ψ0(z), ψ1(z), ψ2(z))

and hence g is defined by

g(z) = (ϕM ◦ ψ)(z) =


0 if z ∈ (0, 1],

z − 1 if z ∈ (1, 3),

2 if z ∈ [3, 4).

We can also verify directly that g is a continuous selection of G.

Condition (ii) of Theorem 2.1 can be modified as follows.

Theorem 2.2 Let Z be normal, (X,A, {ϕN}) a GFC-space and G : Z → 2X .

Assume that there is F : Z → 2A such that the following conditions hold

(i) for each z ∈ Z, each N = {a0, ..., an} ⊆ A and each {ai0 , ..., aik} ⊆
N ∩ F (z) one has ϕN(∆k) ⊆ G(z);

(ii1) for each nonempty compact subset K of Z, one has K ⊆
⋃

a∈AintF−1(a);

(ii2) there exists a finite subset {ā0, ..., ām} of A such that either of the follow-

ing statements holds

(ii12)
⋂m

i=0(intF−1(āi))
c is nonempty and compact;

(ii22) Z \K ⊆
⋃m

i=1 intF−1(āi) for some nonempty compact subset K of Z.

Then G has a continuous selection g of the form g = ϕ◦ψ, where ϕ : ∆m → X

and ψ : Z → ∆m are continuous.

Proof Note that (ii12) implies (ii22). Hence we need to prove the theorem only

for the latter. In view of (ii1), for the compact subset K provided by (ii22),
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there exists a finite subset {â0, ..., âl} of A such that K ⊆
⋃l

i=0 intF−1(âi). Set

{ã0, ..., ãh} := {ā0, ..., ām, â0, ..., âl} we have

Z = (Z \K) ∪K =
h⋃

i=0

intF−1(ãi).

Thus, the assumption (ii) of Theorem 2.1 is fulfilled and we are done. 2

Remark 2 (i) Theorem 2.2 generalizes Theorem 2.1 of [6], Theorem 3.1 of [7],

Theorem 2.2 of [9], and Theorem 1 of [26], since being an L-convex space or G-

convex space is a special case of being a GFC-space and each paracompact space

is also a normal space.

(ii) It is known that each compact Hausdorff space and each paracompact

space are normal. If Z is a compact Hausdorff space, of course assumption (ii)

of Theorem 2.1 (assumptions (ii1)-(ii2) of Theorem 2.2) can be replaced by the

weaker condition that Z =
⋃

a∈A intF−1(a). For paracompact spaces, Theorem

2.3 below asserts only the existence of a local continuous selection under this

weaker condition.

Theorem 2.3 Suppose Z is a paracompact space, (X,A, {ϕN}) a GFC-space and

G : Z → 2X . Assume that there is F : Z → 2A such that

(i) for all z ∈ Z, all N = {a0, ..., an} ⊆ A and all {ai0 , ..., aik} ⊆ N ∩ F (z),

ϕN(∆k) ⊆ G(z);

(ii) Z =
⋃

a∈A intF−1(a).

Then G is locally continuously selectionable.

Proof Let z ∈ Z be arbitrary. By the paracompactness of Z, there is a lo-

cally finite refinement U = {Uλ}λ∈Λ of the open cover {intF−1(a)}a∈A of Z pro-

vided by (ii). Hence, for the given z, there exist its open neighborhood V and

M := {aλ0 , ..., aλm} ⊆ A such that ∅ 6= V ∩ Uλi
⊆ intF−1(aλi

) for i = 1, ...,m.

Corresponding to M we have ϕM : ∆m → X. As any paracompact space, Z

is normal and hence there is a continuous partition of unity {ψλ}λ∈Λ associated

with the cover U . Define g : V → X by

g(z′) = ϕM

( m∑
i=0

ψλi
(z′)ei

)
.

Then, g is continuous. Furthermore, j ∈ J(z′) := {j ∈ {0, ...,m} : ψλj
(z′) 6= 0}

only if

z′ ∈ Uλj
⊆ intF−1(aλj

) ⊆ F−1(aλj
).
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Therefore, for all z′ ∈ V , {aλj
: j ∈ J(z′)} ⊆ F (z′). Finally we have

g(z′) = ϕM

( m∑
i=0

ψλi
(z′)ei

)
∈ ϕM(∆J(z′)) ⊆ G(z′)

(the last inclusion is due to (i)). Thus, g is a continuous selection of G|V . 2

Remark 3 Theorem 2.3 improves Theorem 4 of [21], where the underlying space

is a G-convex space instead of a GFC-space. Observe that for a G-convex struc-

ture to be defined we need a set-valued map Γ :< A >→ 2X and a family of

continuous maps ΦN : ∆n → Γ(N) such that ΦN(∆k) ⊆ Γ(Nk) for each Nk ⊆ N ,

while for a GFC-space only a family of continuous maps ΦN : ∆n → Γ(N) (with-

out additional conditions) is needed.

3 Collectively fixed points and collective coincidence points

Applying of the above results, we establish some existence theorems for collec-

tively fixed points and collective coincidence points. We precise our problems as

follows. Let I be an index set, Xi, i ∈ I, be topological spaces, X =
∏

i∈I Xi

(here and in the sequel all products of topological spaces are Tikhonov products)

and Gi : X → 2Xi be given multifunctions. The collectively fixed point problem

is of

(CFP) finding x̄ = (x̄i)i∈I ∈ X such that x̄i ∈ Gi(x̄) for all i ∈ I.

Let J be another index set, Yj, j ∈ J , be topological spaces, Y =
∏

j∈J Yj,

Gj : X → 2Yj and Hi : Y → 2Xi be given. Our collective coincidence point

problem is of

(CPP) finding (x̄, ȳ) ∈ X × Y such that

x̄i ∈ Hi(ȳ) and ȳj ∈ Gj(x̄) for all (i, j) ∈ I × J .

Theorem 3.1 For problem (CFP), suppose that X is a normal space and (Xi, Ai, {ϕNi
})i∈I

is a family of GFC-spaces. Assume that, for each i ∈ I, there exists Fi : X → 2Ai

such that the following conditions hold

(i) for each x ∈ X, each Ni := {ai
0, ..., a

i
ni
} ⊆ Ai and each {ai

j0
, ..., ai

jki
} ⊆

Ni ∩ Fi(x), one has ϕNi
(∆ki

) ⊆ Gi(x) for all i ∈ I;
(ii) for all i ∈ I, there exists a finite subset {āi

0, ..., ā
i
mi
} of Ai such that one

of the following two conditions holds
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(ii1) X =
⋃mi

j=0intF−1
i (āi

j) for all i ∈ I;
(ii2) for each compact subset K of X, one has K ⊆

⋃
ai∈Ai

intF−1
i (ai), and

either the set
⋂mi

j=0(intF−1
i (āi

j))
c is nonempty and compact (for each i); or there

is a nonempty compact subset Ki of X satisfying X \Ki ⊆
⋃mi

j=0 intF−1
i (āi

j) for

each i.

Then (CFP) has solutions.

Proof For each i ∈ I, by Theorems 2.1 and 2.2, Gi has a continuous selection

gi, and there are continuous maps ϕi : ∆mi
→ Xi and ψi : X → ∆mi

such

that gi = ϕi ◦ ψi. Of course ∆ :=
∏

i∈I ∆mi
is a compact convex subset of

RI :=
∏

i∈I Rmi+1. Let pi : ∆ → ∆mi
be the canonical projection of ∆ onto ∆mi

.

We define two mappings Ω : ∆ → X and Ψ : X → ∆ by

Ω(t) =
∏

i∈I ϕi(pi(t)) for all t ∈ ∆,

Ψ(x) =
∏

i∈I ψi(x) for all x ∈ X.

Then, Ω and Ψ are continuous and so is Ψ◦Ω : ∆ → ∆. By virtue of the Tikhonov

fixed-point theorem, there exists t̄ ∈ ∆ such that (Ψ◦Ω)(t̄) = t̄. Setting x̄ = Ω(t̄)

we have

x̄ = Ω(Ψ(x̄))

= Ω(
∏

i∈I ψi(x̄))

=
∏

i∈I ϕi

(
pi(

∏
i∈I ψi(x̄))

)
=

∏
i∈I(ϕi ◦ ψi)(x̄).

It follows that x̄i = (ϕi ◦ ψi)(x̄) = gi(x̄) ∈ Gi(x̄) for all i ∈ I. Hence, x̄ is a

solution of (CFP). 2

Remark 4 (i) Similarly as in Remark 2(ii), if X is compact and Hausdorff,

assumption (ii) of Theorem 3.1 can be reduced to the weaker condition that

X =
⋃

ai∈Ai
intF−1

i (āi) for all i ∈ I.
(ii) Theorem 3.1 generalizes and improves Theorem 3 of [21] (with a G-space

setting and all Xi being Hausdorff and compact). Note also that when applied

to the particular case of G-space settings, Theorem 3.1 collapses to Theorem 7

of [26] and if, in addition Ai ≡ Xi in the G-convex spaces involved, Theorem 3.1

contains Theorems 3.1 and 3.2 of [7].
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When X is Hausdorff, without compactness or normality assumptions, prob-

lem (CFP) still has solutions with a modification of assumption (ii) as follows.

Theorem 3.2 For problem (CFP), suppose that X is Hausdorff, (Xi, Ai, {ϕNi
})i∈I

is a family of GFC-spaces and, for each i ∈ I, there exists Fi : X → 2Ai with the

following properties

(i) for each x ∈ X, each Ni = {ai
0, ..., a

i
ni
} ⊆ Ai and each {ai

j0
, ..., ai

jki
} ⊆

Ni ∩ Fi(x), ϕNi
(∆ki

) ⊆ Gi(x);

(ii′) for each compact subset K of X and each i ∈ I, K ⊆
⋃

ai∈Ai
intF−1

i (ai);

(ii′′) for each i ∈ I, there exist a multimap Si : Ai → 2Xi, a nonempty subset

A0
i of Ai such that

⋂
ai∈A0

i
(intF−1

i (ai))c is compact or empty and that, for each

finite subset Mi of Ai, there is an Si-subset LMi
of Ai, containing A0

i ∪Mi, with

Si(LMi
) being compact.

Then (CFP) has a solution.

Proof For i ∈ I setting Ki :=
⋂

ai∈A0
i
(intF−1

i (ai))c we have

X \Ki =
⋃

ai∈A0
i
intF−1

i (ai).

As Ki is compact, by (ii’) Ki ⊆
⋃

ai∈Ai
intF−1

i (ai), and hence there is a finite

subset Mi of Ai such that Ki ⊆
⋃

ai∈Mi
intF−1

i (ai). Then, if Ki is nonempty,

X = (X \Ki) ∪Ki =
⋃

ai∈A0
i∪Mi

intF−1
i (ai).

If Ki is empty then, for all finite subset Mi of Ai,

X =
⋃

ai∈A0
i
intF−1

i (ai) =
⋃

ai∈A0
i∪Mi

intF−1
i (ai).

Thus, the equality occurs for the finite subset Mi of Ai and all i ∈ I. Hence

X =
⋃

ai∈LMi

intF−1
i (ai). (3.1)

Observe that the family {(Si(LMi
), LMi

, ϕNi
)}i∈I is a family of GFC-spaces. We

set XM =
∏

i∈I Si(LMi
) (then XM is compact and Hausdorff and hence normal)

and, for each i ∈ I, define two new mappings Ĝi : XM → 2Si(LMi
) and F̂i : XM →

2LMi as follows

Ĝi(x) = Gi(x) ∩ Si(LMi
),

F̂i(x) = Fi(x) ∩ LMi
.
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We check assumptions (i) - (ii1) of Theorem 3.1 for Ĝi and F̂i. By (i) and the

definition of Si-subsets, for each x ∈ XM , each Ni = {ai
0, ..., a

i
ni
} ⊆ LMi

and each

{ai
j0
, ..., ai

jki
} ⊆ Ni ∩ F̂i(x) = Ni ∩ Fi(x) ∩ LMi

, we have

ϕNi
(∆ki

) ⊆ Gi(x) ∩ Si(LMi
) = Ĝi(x)

as required in assumption (i) of Theorem 3.1. For (ii1), by (3.1) we have, for each

i ∈ I,

XM =
( ⋃

ai∈LMi
intF−1

i (ai)
)
∩XM =

⋃
ai∈LMi

intXM

(
F−1

i (ai) ∩XM

)
.

On the other hand, for all ai ∈ LMi
,

F̂−1
i (ai) = {x ∈ X | ai ∈ Fi(x)} ∩XM = F−1

i (ai) ∩XM .

Hence XM =
⋃

ai∈LMi
intXM

F̂−1(ai). Since XM is compact, there exists a finite

subset {āi
0, ..., ā

i
mi
} of LMi

satisfying XM =
⋃mi

j=0 intXM
F̂−1(āi

j), i.e. (ii1) of The-

orem 4.1 is satisfied. According to this theorem, problem (CFP) for {Ĝi}i∈I has

a solution, which is also a solution of problem (CFP) for {Gi}i∈I . 2

Remark 5 (i) Note that, for a topological space X, a set A and F : X →
2A, if F (x) 6= ∅ for all x ∈ X and F−1(a) is open for all a ∈ A, then X =⋃

a∈AintF−1(a), but the converse is not true (see e.g. Example 2.1 in the preceding

section). Theorem 2.1 of [19] asserts the existence of a collectively fixed point for

problem (CFP) for convex sets and topological vector spaces, a special case of

GFC-spaces. Applied to this special case, Theorem 3.1 sharpens that Theorem

2.1 since we require the latter (weaker condition) in the above implication and

that theorem imposes the former.

(ii) Theorem 3.2 includes Theorem 3.4 for underlying FC-spaces of [9], Theo-

rem 3 with a G-convex structure of [21], Theorem 1 for convex subsets of topolog-

ical vector spaces in [1], since our GFC-space setting contains all these structures.

The following obvious corollary about a fixed point will be used to prove a

weakly T -KKM theorem in Section 4.

Corollary 3.1 Let X be a compact Hausdorff space, (X,A, {ϕN}) a GFC-space

and G : X → 2X . Suppose that there exists F : X → 2A satisfying the following

conditions
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(i) for each x ∈ X, each N = {a0, ..., an} ⊆ A and each {ai0 , ..., aik} ⊆
N ∩ F (x), ϕN(∆k) ⊆ G(x);

(ii) either of the following two conditions (ii1)- (ii2) holds

(ii1) there exists a finite subset {ā0, ..., ām} of A such that X =
⋃m

i=0intF−1(āi);

(ii2) for each compact subset K of X, K ⊆
⋃

a∈A intF−1(a), and one of the

following three statements is true

(ii12) there exists a finite subset {ā0, ..., ām} of A such that the set
⋂m

i=0(intF−1(āi))
c

is nonempty and compact;

(ii22) there are a finite subset {ā0, ..., ām} of A and a nonempty compact subset

K of X with X \K ⊆
⋃m

i=0 intF−1(āi);

(ii32) there exist a multimap S : A→ 2X , a nonempty subset A0 of A such that⋂
a∈A0

(intF−1(a))c is compact or empty and that, for each finite subset M of A,

there is an S-subset LM of A containing A0 ∪M with S(LM) being compact.

Then there exists x̄ ∈ X such that x̄ ∈ G(x̄).

Now we pass to problem (CPP) about collective coincidence points.

Theorem 3.3 For problem (CPP), suppose that X is a normal space, {Xj, Bj, {ψNj
})j∈J

and (Yi, Ai, {ϕNi
})i∈I are two families of GFC-spaces and, for each (i, j) ∈ I×J ,

there exist Fj : X → 2Bj and Ti : Y → 2Ai with the following properties

(i) for each x ∈ X, each Nj = {bj0, ..., bjnj
} ⊆ Bj and each {bjl0 , ..., b

j
lkj
} ⊆

Nj ∩ Fj(x), ψNj
(∆kj

) ⊆ Gj(x);

(ii) for each y ∈ Y , each Ni = {ai
0, ..., a

i
ni
} ⊆ Ai and each {ai

l0
, ..., ai

lki
} ⊆

Ni ∩ Ti(y), ϕNi
(∆ki

) ⊆ Hi(y);

(iii) there are finite subsets {āi
0, ..., ā

i
mi
} of Ai and {b̄j0, ..., b̄jmj

} of Bj such that

X =
⋃mj

l=0intF−1
j (b̄jl ) and Y =

⋃mi

l=0intT−1
i (āi

l);

Then there exist solutions of (CPP) .

Proof For each j ∈ J , by (i), (iii) and Theorems 2.1, Gj has a continuous selection

gj : X → Yj and hence we obtain a continuous map g : X → Y defined by

g(x) =
∏

j∈J gj(x). For each i ∈ I, define two new multimaps Qi : X → 2Xi and

Pi : X → 2Ai by setting

Qi(x) = Hi(g(x)),

Pi(x) = Ti(g(x)).

12



We see from (ii) that, for each x ∈ X, each Ni = {ai
0, ..., a

i
ni
} ⊆ Ai and each

{ai
l0
, ..., ai

lki
} ⊆ Ni ∩ Pi(x) = Ni ∩ Ti(g(x)),

ϕNi
(∆ki

) ⊆ Hi(g(x)) = Qi(x).

while from (iii) we obtain a finite subset {āi
0, ..., ā

i
mi
} of Ai such that

Y =

mi⋃
l=0

intT−1
i (āi

l).

It follow that

X = g−1(Y )

= g−1
( ⋃mi

l=0 intT−1
i (āi

l)
)

=
⋃mi

l=0 g
−1

(
intT−1

i (āi
l)
)

=
⋃mi

l=0 int
(
g−1(T−1

i (āi
l))

)
=

⋃mi

l=0 intP−1
i (āi

l).

Now that the assumptions of Theorem 3.1 hold for Qi and Pi, it yields an x̄ ∈ X
such that, for all i ∈ I,

x̄i ∈ Qi(x̄) = Hi(g(x̄)).

Setting ȳ = g(x̄) one sees that, for all (i, j) ∈ I × J , x̄i ∈ Hi(ȳ) and ȳj ∈ Gj(x̄).

Thus, (x̄, ȳ) is a solution of (CPP). 2

Remark 6 Theorem 3.5 of [9] for an FC-space structure and Theorem 8 of [26]

for convex subsets of topological vector space setting are special cases of Theorem

3.3 (in [26] additional compactness assumptions are imposed).

Without the normality of X but with Xi being Hausdorff topological spaces

for all i ∈ I, we can modify assumption (iii) in Theorem 3.3 to keep the solvability

of (CPP) as follows.

Theorem 3.4 For problem (CPP), suppose that Xj, Bj, ψNj
)j∈J and (Yi, Ai, ϕNi

)i∈I

are two families of GFC-spaces and, for each (i, j) ∈ I × J , Xi is a Hausdorff

topological space. Assume further that there exist Fj : X → 2Bj and Ti : Y → 2Ai

possessing the following properties

13



(i) for each j ∈ J , each x ∈ X, each Nj = {bj0, ..., bjnj
} ⊆ Bj and each

{bjl0 , ..., b
j
lkj
} ⊆ Nj ∩ Fj(x) one has ψNj

(∆kj
) ⊆ Gj(x);

(ii) for each i ∈ I, each y ∈ Y , each Ni = {ai
0, ..., a

i
ni
} ⊆ Ai and each

{ai
l0
, ..., ai

lki
} ⊆ Ni ∩ Ti(y), ϕNi

(∆ki
) ⊆ Hi(y);

(iii′) for each (i, j) ∈ I×J , X =
⋃

bj∈Bj
intF−1

j (bj) and Y =
⋃

ai∈Ai
intT−1

i (ai);

(iii′′) there exist a multimap Si : Ai → 2Xi, a nonempty subset A0
i of Ai such

that
⋂

ai∈A0
i
(intT−1

i (ai))c is compact or empty and that, for each finite subset Mi

of Ai, there is an Si-subset LMi
of Ai containing A0

i ∪ Mi with Si(LMi
) being

compact.

Then (CPP) has a solution.

Proof For i ∈ I setting Ki
Y :=

⋂
ai∈A0

i
(intT−1

i (ai))c we have

Y \Ki
Y =

⋃
ai∈A0

i
intT−1

i (ai).

As Ki
Y is compact and has open cover {intT−1

i (ai)}ai∈Ai
by (iii’), there is a finite

subset Mi of Ai such that Ki
Y ⊆

⋃
ai∈Mi

intT−1
i (ai). Then, if Ki

Y is nonempty,

Y = (Y \Ki
Y ) ∪Ki

Y =
⋃

ai∈A0
i∪Mi

intT−1
i (ai),

while if Ki
Y is empty, for any finite subset Mi of Ai one has

Y =
⋃

ai∈A0
i
intT−1

i (ai) =
⋃

ai∈A0
i∪Mi

intT−1
i (ai).

Therefore, Y has an open cover:

Y =
⋃

ai∈A0
i∪Mi

intT−1
i (ai)

and hence, by (iii”),

Y =
⋃

ai∈LMi

intT−1
i (ai). (3.2)

On the other hand, observe that {(Si(LMi
), LMi

, ϕNi
)}i∈I is a family of GFC-

spaces and XM :=
∏

i∈I Si(LMi
) is compact and Hausdorff hence a normal space.

For each j ∈ J , to apply Theorem 2.1 for Ĝj := Gj|XM
: XM → 2Yj and F̂j :=

Fj|XM
: XM → 2Bj we see that its assumption (i) is satisfied by (i) of Theorem

4.4 and the definition of Si-subsets. For (ii) we have

XM ⊆
⋃

bj∈Bj

intF−1
j (bj) ∩XM
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=
⋃

bj∈Bj

intXM
(F−1

j (bj) ∩XM)

=
⋃

bj∈Bj

intXM
F̂−1

j (bj).

Due to the compactness of XM , from this we can extract a finite cover as (ii)

desires. Thus, Ĝj has a continuous selection gj : XM → 2Yj and so we obtain

a continuous map g : XM → 2Y defined by g(x) = (gj(x))j∈J . For each i ∈ I,

define two new mappings Qi : XM → 2Si(LMi
) and Pi : XM → 2LMi as follows

Qi(x) = Hi(g(x)) ∩ Si(LMi
),

Pi(x) = Ti(g(x)) ∩ LMi
.

Now we verify assumptions (i) and (ii1) of Theorem 3.1 for Qi and Pi. Similarly

as checking (i) of Theorem 2.1 but now by (ii), we have, for each x ∈ XM , each

Ni = {ai
0, ..., a

i
ni
} ⊆ LMi

and each {ai
l0
, ..., ai

lki
} ⊆ Ni∩Pi(x) = Ni∩Ti(g(x))∩LMi

,

ϕNi
(∆ki

) ⊆ Hi(g(x)) ∩ Si(LMi
) = Qi(x)

as required. Now for (ii1) of Theorem 3.1, by (3.2) we have, for each i ∈ I,

XM = g−1(Y )

= g−1
( ⋃

ai∈LMi
intY T

−1
i (ai)

)
=

⋃
ai∈LMi

g−1
(
intY T

−1
i (ai)

)
=

⋃
ai∈LMi

intXM

(
g−1(T−1

i (ai))
)

=
⋃

ai∈LMi
intXM

P−1
i (ai)

and the compactness gives from this a finite cover for XM as (ii1) requires. Ac-

cording to Theorem 3.1 an x̄ ∈ XM ⊆ X exists such that, for all i ∈ I,

x̄i ∈ Qi(x̄) = Hi(g(x̄)) ∩ Si(LMi
) ⊆ Hi(g(x̄)).

Set ȳ = g(x̄) = (gj(x̄))j∈J . Then, x̄i ∈ Hi(ȳ) and ȳj ∈ Ĝj(x̄) ⊆ Gj(x̄) for all

(i, j) ∈ I × J . Thus, (x̄, ȳ) is a solution of (CPP). 2

Remark 7 Theorem 3.4 contains Theorem 3.1 of [10] for a FC-space setting and

Theorem 3.6 of [9] for a convex subset setting as special cases.
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4 Weakly T -KKM theorems and minimax inequalities

In this section, using results in Section 3 we establish a weakly T -KKM theorem

and then apply it to minimax inequalities.

Theorem 4.1 Let X be a Hausdorff space, (X,A, {ϕN}) a GFC-space, Y a

nonempty set, T : X → 2Y and H : A→ 2Y . Assume that

(i) H is a weakly T -KKM mapping;

(ii) for each a ∈ A, the set {x ∈ X : T (x) ∩H(a) 6= ∅} is closed.

Then the following statements hold

(i) if, additionally, X is compact, then there exists a point x̄ ∈ X such that

T (x̄) ∩H(a) 6= ∅ for each a ∈ A;

(ii) for each finite subset N = {a0, ..., an} of A, there exists a point x̄ ∈
ϕN(∆n) such that T (x̄) ∩H(ai) 6= ∅ for each i ∈ {0, 1, ..., n}.

Proof (i) Reasoning ad absurdum, suppose, for each x ∈ X, there exits a ∈ A

such that T (x) ∩H(a) = ∅. Define F : X → 2A and G : X → 2X by

F (x) = {a ∈ A | T (x) ∩H(a) = ∅},

G(x) = {x′ ∈ X | ∃a ∈ F (x), T (x′) ∩H(a) 6= ∅}.

We use Corollary 3.1 for G and F . Clearly F has nonempty values. For each

a ∈ A, F−1(a) = {x ∈ X : T (x) ∩ H(a) = ∅} is open by (ii). Hence X =⋃
a∈A intF−1(a) and then assumption (ii1) of Corollary 3.1 is satisfied by the

compactness. Furthermore, G has no fixed point. Indeed, if x ∈ G(x) then

there is a ∈ F (x) such that T (x) ∩ H(a) 6= ∅ contradicting the definition of

F . Therefore, assumption (i) of Corollary 3.1 must be violated, i.e. there are

x̂ ∈ X, N̄ = {ā0, ..., ān̄} ⊆ A and N̄k = {āi0 , ..., āik} ⊆ N̄ ∩ F (x̂) such that

ϕN̄(∆k) * G(x̂). Then there must be an x̄ ∈ ϕN̄(∆k) which does not belong to

G(x̂), i. e. for each a ∈ F (x̂) we have T (x̄)∩H(a) = ∅. Hence T (x̄)∩H(N̄k) = ∅.
On the other hand, since H is a weakly T -KKM mapping and x̄ ∈ ϕN̄(∆k), we

get T (x̄) ∩H(N̄k) 6= ∅. By this contradiction we are done.

(ii) Let N = {a0, ..., an} be any finite subset of A. Each M = {ai0 , ..., aim} ⊆
N corresponds to the continuous map ϕM ≡ ϕN |∆m : ∆m → ϕN(∆n). Therefore,

(ϕN(∆n), N, {ϕM}) is a GFC-space. Set Ĥ := H|N and T̂ := T |ϕN (∆n). We claim

that Ĥ is a weakly T̂ -KKM mapping. Indeed, for all M = {ai0 , ..., aim} ⊆ N ,
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all Mk ⊆ M and all x ∈ ϕM(∆k) ⊆ ϕN(∆k), one has T̂ (x) ∩ Ĥ(Mk) = T (x) ∩
H(Mk) 6= ∅ (as H is a weakly T -KKM mapping).

As ϕN(∆n) is compact, applying statement (i) to GFC-space (ϕN(∆n), N, {ϕM})
with H, T replaced by Ĥ, T̂ we complete the proof. 2

Remark 8 (i) Theorem 2 of [2] with underlying G-convex spaces and Theorem

3.3 of [23] for a FC-space setting are special cases of Theorem 4.1, since these

spaces are also GFC-spaces. The proofs in [2, 23] are based on extensions of

Ky Fan’s matching theorem to these spaces. In our proof we apply Corollary

3.1, a consequence of our results in the Section 2 on continuous selections and in

Section 3 on collectively fixed points. As far as we know this is the first time that

selection theorems and collectively fixed point theorems are explicitly related to

weakly KKM theorems.

(ii) If X and Y are topological spaces, A is a set, T : X → 2Y is usc and

H : A→ 2Y has closed values, then the set {x ∈ X : T (x) ∩H(a) 6= ∅} is closed

for each a ∈ A. The following example shows that the converse is not true.

Example 4.1 Let X = [−2, 2], Y = R, A = N, T : X → 2Y and H : A→ 2Y be

defined by

T (x) =

{
[2,3] if x = 1,

[0,1] otherwise,

H(a) ≡ (0, 3).

Moreover, if for any N = {a0, ..., an} ∈ 〈A〉, we define ϕN : ∆n → [0, 1] as

the canonical projection on the first coordinate axis (among n + 1 axes), then

{x ∈ X : T (x)∩H(a) 6= ∅} is closed for all a ∈ A. But T (.) is not u.s.c and H(.)

is weakly T -KKM but not closed-valued. Consequently, applied to the special

case where A ≡ X and Y is a topological space, Theorem 4.1 improves Theorem

3.4 and 3.6 of [23].

Now we apply Theorem 4.1 to minimax inequalities of the Ky Fan type. Let

X be a Hausdorff space, (X,A, {ϕN}) a GFC-space, Y a topological space, T :

X → 2Y , f : A× Y → R ∪ {−∞,+∞} and g : X × Y → R ∪ {−∞,+∞}.

Definition 4.1 Let λ ∈ R. f is called (λ, T, g)-GFC quasiconvex if for each

x ∈ X each y ∈ T (x), each finite subset N = {a0, ..., an} of A and each Nk =

{ai0 , ..., aik} ⊆ N one has the implication
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f(aij , y) < λ for all j = 0, ..., k implies g(x′, y) < λ for all x′ ∈ ϕN(∆k).

For λ ∈ R, define β ∈ R and Hλ : A→ 2Y by

β = inf
x∈X

sup
y∈T (x)

g(x, y),

Hλ(a) = {y ∈ Y : f(a, y) ≥ λ}.

Lemma 4.1 For λ < β, if f is (λ, T, g)-GFC quasiconvex then Hλ is a weakly

T -KKM mapping.

Proof Suppose to the contrary that there exist a finite subset N = {a0, ..., an}
of A, Nk = {ai0 , ..., aik} ⊆ N and x̄ ∈ ϕN(∆k) such that T (x̄) ∩ Hλ(Nk) = ∅.
Then for all y ∈ T (x̄) and j = 0, ..., k, f(aij , y) < λ. By the (λ, T, g)-GFC

quasiconvexity of f , one has g(x′, y) < λ for all x′ ∈ ϕN(∆k). Then, g(x̄, y) < λ

for all y ∈ T (x̄). Hence supy∈T (x̄)g(x̄, y) ≤ λ, contradicting the fact that λ < β.

2

Theorem 4.2 Assume that T and f(a, ·) are u.s.c and f is (λ, T, g)-GFC qua-

siconvex for all λ < β sufficiently close to β. Then the following statements

hold

(i) if, in addition, X is compact then

infx∈X supy∈T (x) g(x, y) ≤ supx∈X infa∈A supy∈T (x) f(a, y);

(ii) infx∈X supy∈T (x) g(x, y) ≤ infN∈〈A〉 supx∈ϕN (∆n) mina∈N supy∈T (x) f(a, y).

Proof Let λ < β be arbitrary. By Lemma 4.1, Hλ is weakly T -KKM. Moreover,

since f(a, ·) is usc, Hλ has closed values. Therefore, the set {x ∈ X | T (x) ∩
Hλ(a) 6= ∅} is closed for all a ∈ A (see Remark 8(ii)).

(i) According to the Theorem 4.1(i), we have an x̄ ∈ X such that T (x̄) ∩
Hλ(a) 6= ∅ for each a ∈ A. Then

λ ≤ infa∈Asupy∈T (x̄)f(a, y)

and hence

λ ≤ supx∈X infa∈Asupy∈T (x)f(a, y).

Since λ < β is arbitrary, the statement is proved.
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(ii) By Theorem 4.1(ii), for each N ∈ 〈A〉, there exists a point x̄ ∈ ϕN(∆n)

such that T (x̄) ∩Hλ(a) 6= ∅ for each a ∈ N . Consequently,

λ ≤ min
a∈N

sup
y∈T (x̄)

f(a, y),

whence, for each N ∈ 〈Y 〉,

λ ≤ sup
x∈ϕN (∆n)

min
a∈N

sup
y∈T (x)

f(a, y).

This implies that

λ ≤ inf
N∈〈A〉

sup
x∈ϕN (∆n)

min
a∈N

sup
y∈T (x)

f(a, y).

Since λ < β is arbitrary, we are done. 2
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